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Abstract 

For the problems of collaborative filtering recommender algorithm, such as it is greatly influenced by the 

sparse rating data, the data clustering pretreatment is easily trapped in the local optimum in the non-convex 

sample space, etc, we propose an improved spectral clustering algorithm to optimize the recommender sys-

tem. Firstly, this method improves the standard spectral clustering algorithm based on the feature difference 

and orthogonal feature vector, and then the clustering number will automatically determine. Secondly, it 

uses the improved spectral clustering algorithm to cluster the user and item of the original rating matrix. 

Thirdly, it fills the missing value for the clustered rating matrix. Finally, it recommends new items for users. 

By the simulation experiment on Epinions and MovieLents data sets, the results show that this method can 

effectively alleviate the data sparseness, and improve the prediction accuracy and generalization ability of 

recommender system. 
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1. INTRODUCTION 

With the popularization and development of the Inter-

net; mobile Internet; Internet of things and other infor-

mation technology; the information resources are grow-

ing rapidly at an exponential speed. The large growth of 

information makes people unable to get meaningful 

information timely and accurately from this information 

in the face of huge amounts of information; so it reduces 

the utilization of information; this is information over-

load problem [1]. In order to solve the information over-

load problem; the information retrieval system repre-

sented by search engines and personalized recommender 

system stands out [2]. 

Based on the users’ historic behavior data; the personal-

ized recommender system analyzes the users’ interest 

characteristics and builds the personalized model of 

users; and thus effectively recommends users the infor-

mation that meets their own needs [3]. Therefore; the 

recommender system is widely used in electronic com-

merce; social networks; video on demand; and other 

fields; such as the Amazon; Facebook; YouTube; etc. 

From the view of information filtering; the traditional 

recommender system is mainly divided into the collabo-

rative filtering recommender system; content-based rec-

ommender system and mixed recommender system. 

With the rapid development of mobile terminal equip-

ment; the context-aware recommender system appears 

[4]. 

Collaborative filtering recommendation is the most 

widely used and the most successful personalized rec-

ommendation technology at present; which has greatly 

promoted the research on recommender system [5]. Col-

laborative filtering recommendation obtains the historic 

browsing history or purchasing records of users and 

completes the recommendation by an implicit way; the 

whole process does not need to explicitly ask users to 

provide their own interest preferences; such as filling in     

the questionnaire or checking the preferences category 

when users register; etc [6]. Another advantage of col-

laborative filtering could deal with unstructured data;  

such as music; movies; products and other complex 

items; but not restricted to recommended items. Howev-

er; the collaborative filtering recommendation has some 

disadvantages; such as sparsity; extensibility; cold start 

and so on  [7]. 

In order to improve the recommendation quality of col-

laborative filtering recommender method; the research-

ers improve it with the aid of dimension reduction; ma-

trix factorization; association rule mining; probability-

based analysis and other methods and models. In matrix 

factorization techniques; the Principal Component 

Analysis and Singular Value Decomposition methods 

are representative. These two techniques have been 

proved to effectively improve the prediction accuracy of 

recommender system in the Nexflix competition of 

2009. Sarwar; et al [8] compared and analyzed the im-

pact of SVD-based dimension reduction on recommen-

dation quality by using SVD dimension reduction tech-

niques and the existing collaborative filtering method in 

two kinds of database. Research shows that in some 

settings; the dimension reduction techniques can filter 

out the noise in some data; which showed a better rec-

ommendation quality; however; it was the opposite in 

some cases. The reason is that. The reason is that the 

recommendation quality depends on correctly selecting 

the number of singular values; which are kept in SVD 

method [9]. Koren; et al [10] proposed a model called 

Time SVD++ to handle the rating data in high dimen-

sion situation; and on the Netflix data set they validated 

the model and other matrix decomposition models based 

on root mean square error as the evaluation index. The 

experimental results show that the model has the opti-

mal recommendation performance. Baltrunas L; et al. 

put forward three different kinds of context-aware rec-

ommendation model [11] based on matrix decomposi-
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tion technique to cope with different situations. Tensor 

Factorization as the extension of matrix decomposition 

on the multidimensional data has been widely applied in 

the context-aware recommender system (CARS) [12]; 

Tensor Factorization can not only effectively discover 

the potential correlation relationship among multidi-

mensional data; but also alleviate the existing sparse-

ness in multidimensional data. Wang Z proposed to 

solve the sparseness combined with label-based neigh-

borhood algorithm and rating-based neighborhood algo-

rithm [13]. The label in the text is created by online us-

ers to express their preferences for products. 

In addition; clustering is widely used in the rating ma-

trix of row and column vector classification; but one of 

the major problems in cluster analysis is the determina-

tion of the number of clusters in unlabeled data; which 

is a basic input for most clustering algorithms. Huang; 

et al [14] proposed an automatic clustering number de-

termination for the classical FCM (Fuzzy C-Means) 

algorithm. The proposed automatic clustering number 

determination is based on the cardinality of clustering 

fuzzy membership used in the CA (Competitive Ag-

glomeration) algorithm. D. Sharmilarani; et al[15] pro-

posed a new method for automatically estimating the 

number of clusters in unlabeled data sets; which is 

based on an existing algorithm for Spectral Visual As-

sessment of Cluster Tendency (SpecVAT) of a data set; 

using several common image and signal processing 

techniques. Its basic steps include: generating a VAT 

image of an input dissimilarity matrix; constructing La-

placian matrix; normalizing the rows and applying 

SpecVAT. 

In this paper; we proposed the recommender algorithm 

based on improved spectral clustering. Based on feature 

difference and orthogonal feature vector; this method 

improve the criterion clustering algorithm and automati-

cally determine the clustering number. We use the im-

proved spectral clustering algorithm to cluster users and 

items of the original rating matrix. Finally we fill the 

missing values and recommend new items to users. By 

the simulation experiment on Epinions and MovieLens 

data sets (1M); we prove the effectiveness of this meth-

od. 

1.  BACKGROUND AND RELATED WORK 

2.1 Collaborative Filtering Recommendation 

The core of the collaborative filtering recommendation 

is using the specific items' evaluation from similar users 

of target users to generate the item' evaluation predic-

tion of this user [16]. For example; we assume that the 

historical behaviors and preferences of user A and user 

B are very similar; such as watching the same movie. 

The user A recently saw a movie that B hadn't seen; then 

the principle based on collaborative filtering is to rec-

ommend the user B this movie. The user A and user B 

have similar historic behaviors and hobbies; so that the 

system will naturally recommend the similar user B the 

item that the user A purchased or liked; and when 

choosing a movie we filter out what we are most likely 

to be interested in from a large number of movies; and 

in the process of producing recommendations; the user 

collaborates with other users implicitly; so this tech-

nique is called the collaborative filtering recommenda-

tion [17-19]. The idea of collaborative filtering recom-

mendation is easy to understand; in daily life people 

often refer to the recommendations of others; and the 

collaborative filtering introduces this idea into the per-

sonalized recommendation; that is to recommend the 

target users by referring to the rating of similar users on 

a particular item [20-21]. 

The general process of collaborative filtering recom-

mendation is mainly divided into three steps [22]. 

(1) Collect the historic behavior or interest preference 

data of each user. 

(2) Find similar users or items by calculating the simi-

larity. 

(3) Recommend by using similar users or items. 

2.2 Standard Spectral Clustering Algorithm 

Spectral clustering algorithm is a high-performance 

computing method; which has received lots of attention 

in recent years. Its main idea is derived from the spec-

trum graph partition theory; and converts the clustering 

problem to the optimal partitioning problem of graph. It 

maximizes the similarity among subgraphs and mini-

mizes the similarity between graphs [23; 24]. The divid-

ing criterion maximizes the internal similarity between 

subgraphs and minimizes the similarity. Considering the 

continuous relaxation form of a problem; we can con-

vert the graph partition problem into the spectrum de-

composition of solving similar matrix or Laplacian. We 

can think of the spectral clustering as the approximation 

of the graph partition criterion [25]. Common rules of 

spectral clustering partition include Minimum Cut; 

Normalized Cut; Min-max Cut; and Ratio Cut [26]. 

According to different criterion function and spectrum 

mapping method. The standard spectral clustering algo-

rithm has many implementation methods; and the im-

plementation process is generally divided into three 

steps. 

(1) Define the similarity measurement between data 

sample points; and establish the similar matrix between 

data points. 

(2) Build a new data feature space by calculating the 

first k eigenvalues and eigenvectors of similarity matrix. 

(3) Use the K-means algorithm or other traditional clus-

tering algorithms for clustering the feature vector in 

feature space. 

2. IMPROVED SPECTRAL CLUSTERING 

RECOMMENDER ALGORITHM 

3.1 Improved Spectral Clustering Algorithm 

In the spectral clustering algorithm; the selection of ei-

genvalue and eigenvector has a great influence on the 

clustering results; while the selection of the eigenvalue 

and eigenvector is based on clustering number [27]. 

Therefore; this article puts forward to improve the 

standard spectral clustering algorithm by using the im-

proved spectral clustering algorithm based on the fea-

ture difference and orthogonal feature vector; and thus 

automatically determines the clustering number. The 

basic idea of the improved spectral clustering algorithm 

is as follows: firstly; to construct similar matrix by us-

ing the sample data; make a spectral decomposition for 

the standardization similarity matrix generated by simi-
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larity matrix; and get the corresponding eigenvalue and 

eigenvector; secondly; to arrange the characteristic val-

ue in descending order and describe the difference be-

tween adjacent eigenvalues by using a proper clearance; 

to automatically determine the number of classes 

through the position where the maximum eigen clear-

ance occurred; Finally; to realize the data classification 

by combining the class number and the angle between 

eigenvectors. 

Set the input data sets as the user number M and the 

item number N; the output is the clustering number k 

and the clustering results. 

The specific steps of the improved spectral clustering 

algorithm are as follows. 

eigenvector [28] will be. At this point; each row in the 

matrix H is used as a point in k dimensional space to 

form k clusters. They are distributed orthogonally each 

other on the unit ball in k dimensional space; and these k 

clusters formed on the unit ball correspond to the 

formed k clusters of all points in the original space. 

Thus; the clustering number is determined according to 

the eigenvalue difference of Laplacian matrix; where the 

difference is [0.06; 0.1] [29]. Compared with the stand-

ard spectral clustering algorithm; the improved spectral 

clustering algorithm can automatically determine the 

clustering number; establish a standardized similar ma-

trix and spectral decomposition for sample data. It uses 

eigengap to automatically determine the clustering 

number of sample data; and realize the classification of 

the sample data according to the determined clustering 

number and the angle between eigenvectors after spec-

tral decomposition. 

3.2 Steps of Recommender Algorithm Based on 

Improved Spectral Clustering 

In this paper; the recommender algorithm based on im-

proved spectral clustering is divided into two stages. 

The first stage is the improved spectral clustering of 

users; and the second stage is the improved spectral 

clustering of items. 

Input: the original rating matrix 

Output: the rating matrix after bi-directionally improved 

spectral clustering 

Step 1 The rating matrix improves the spectral cluster-

ing based on user (row data). See the improved spectral 

clustering algorithm in section 2.3 for detailed steps of 

improving spectral clustering. 

Step 2 The rating matrix improves the spectral cluster-

ing based on item (column data). See the improved 

spectral clustering algorithm in section 2.3 for detailed 

steps of improving spectral clustering. 

Step 3 Fill the missing values for the rating matrix after 

bi-directionally improved spectral clustering. 

Step 4 Output the rating matrix after the completed bi-

directionally improved spectral clustering. 

3.3 Application Examples of Recommender Table 1 

are the ratings of 8 users for 8 movies; 8 movies are 

respectively “Pearl Harbor”; “Dolphins”; “Saving 

Private Ryan”; “Warcraft”; “The Alps Climb of 

Your Life”; “Bean: The Ultimate Disaster Movie”; 

“Jurassic World”; “Ted”. They are respectively 

expressed with the letter a-h; where a and c are war 

movies; b and e are documentary films; d and g are 

science fictions; f and h are comedies.  

 

Table 1 Rating of User for Movies 

Users a b c d e f g h 

User 1 ? 5 3 2 5 1 2 ? 

User 2 5 3 5 1 3 2 ? 2 

User 3 3 5 ? ? ? ? ? 1 

User 4 2 1 ? 5 1 3 5 3 

User 5 4 3 4 2 ? ? ? 5 

User 6 2 ? 2 ? 1 ? 5 3 

User 7 ? 3 ? 2 3 5 2 5 

User 8 ? ? 5 ? 3 2 ? ? 

 

Fig. 1 is the improved user spectral clustering; the im-

proved item spectral clustering; and the improved user - 

item bi-directional spectral clustering and schematic 

diagram. Each row of the matrix represents a user; and 

each column represents an item. The improved bi-

directional spectral clustering in the process of cluster-

ing and column repeats iteration until convergence; 

which can assign each row and each column of the ma-

trix to different rows and columns for clustering. data 

subset. Fig. 2 is the schematic diagram of the results that 

the movie rating matrix in Table 1 uses the improved 

user spectral clustering; improved item spectral cluster-

ing and improved user-item bi-directional spectral clus-

tering proposed in this paper. 

 
m1

m2

m3

m1

m2

m3

n1 n2 n3n1 n2 n3

Rating 

matrix

User-based 

improved 

clustering

Item-based 

improved 

clustering

Improved bi-spectral 

clustering

 
Fig. 1. Schematic Diagram of Improved Bi-Spectral 

Clustering; User-Based Improved Clustering; and Item-

Based Improved Clustering 
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Fig. 2. Improved Spectral Clustering of Movie Rating 

 

From Fig. 2; we can see the improved user spectral clus-

tering and the improved item spectral clustering have 

achieved a certain effect of clustering based on the orig-

inal rating matrix; which have made respectively the 

users and items gathered correspondingly; while the 

improved user–item bi-directional spectral clustering 

has the best effect; making the users and items gathered. 

3. EXPERIMENT AND RESULT ANALYSIS 

4.1 Datasets and Metrics 

The experiment selected two real data sets of Epinions 

and MovieLens (1M) for simulation experiment. 

Epinions dataset (http://www.epinions.com) contains 

49290 users; 139783 items; 664824 ratings and 487181 

friendship data on the online service website 

epinions.com. MovieLens dataset 

(http://movielens.umn.edu) was collected by the com-

puter science and engineering GroupLens item team 

from the University of Minnesota college by ratings of a 

large number of users on the MovieLens website; the 

rating grade is 1-5; where 5 expresses the most favorite 

and 1 expresses the least favorite; the users express their 

hobbies by rating values. MovieLens (1M) contains 1 

million ratings from 6000 users on 4000 movies. 

In this work; we select the Normalized Discounted Cu-

mulative Gain (NDCG) [29] and Expected Reciprocal 

Rank (ERR)[30] as evaluation indexes. NDCG 

measures the performance of a recommendation system 

based on the graded relevance of the recommended enti-

ties. It varies from 0.0 to 1.0; with 1.0 representing the 

ideal ranking of the entities.  

 21

2 1

log 1

ik rel

k

i

DCG
i







   

Where k is the maximum number of entities that can be 

recommended and irel is the graded relevance of the 

result at position i . 
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Where kIDCG  is the maximum possible DCG  for a 

given set of queries; documents; and relevances.  

The ERR is defined as a cascade based metric that using 

function   1/r r  ; where   is a utility function; a 

cascade based metric is the expectation of  r . 
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Where rP stands for the probability that the user stops at 

position r ; and n  denotes the number of documents in 

the ranked list; iR  denotes the document i  satisfies the 

user with probability iR . 

 In the experiment; we forecast users’ rating for item in 

the test dataset; and compare by calculating the values 

of NDCG@5; NDCG@10; NDCG@20 and ERR@5; 

ERR@10; ERR@20. 

4.2 Contrast experiment and result analysis 

Different selection of experimental parameters will af-

fect the result of the experiment. In order to make the 

experiment has a better representative; the training data 

set randomly selects 60% and 80% two ratios. The spec-

tral clustering partitioning criteria selects the Normal-

ized Cut and Ratio Cut methods. The potential feature 

dimensions of matrix decomposition D take respectively 

8 and 16 two dimensions. In order to compare the per-

formance of the BSCRM method in this paper; we se-

lect User-based Nearest Neighbor Recommendation 

(UBNNR) [31]; Item-based Nearest Neighbor Recom-

mendation (IBNNR) [32]; Weighted IBNNR (WIBNNR) 

[33]; Soft Margin Ranking MF (SMRMF) [26]; Quad-

ratic Matrix Factorization (QMF) [34] for comparison 

and Matrix Factorization(MF)[35]; Biased Matrix Fac-

torization (Biased MF)[36] as reference lines. All these 

above methods are based on the matrix decomposition; 

and ignore the conditions of preference. 

User-based on his Neighbor Recommendation (UBNNR) 

is given a user-item rating matrix to find out other users; 

who had similar preferences with current users in the 

past. That is the process of looking for neighbors. For 

the item that the current users have not seen; we use the 

historic rating of user’s neighbors for the item to calcu-

late the predictive value of users for the preference de-

gree of items.  

Item-based Nearest Neighbor Recommendation 

(IBNNR) is to calculate the similarity of items based on 

users’ historical data. Using the similarity between items 

replaces the similarity between users; and then recom-

mend users the items that are very similar with the pref-

erential items of users. 

Matrix Factorization (MF) is to estimate rating by using 

the inner product of potential users’ eigenvectors and 

potential item eigenvectors. 

Biased Matrix Factorization (Biased MF) is adding the 

offset value into the decomposition of the extended ma-

trix. 

Quadratic Matrix Factorization (QMF) uses the quadrat-

ic polynomial approximation condition; literature [37] 

prove that the expressive ability of quadratic polynomial 

is stronger than that of linear function for conditional 

preference and propose to use quadratic polynomial to 

approximate conditional preference. Plackett–Luce 

model based permutation probability and cosine based 

permutation probability are used; which are denoted as 

http://movielens.umn.edu/
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QMF-PL and QMF-COS in the comparison; respective-

ly. 

Soft Margin Ranking MF (SMRMF) changes the objec-

tive function of MMMF [38] to the ordinal regression 

score. 

Weighted IBNNR (WIBNNR) extends IBNNR by giv-

ing weight for each pair of comparison in training data. 

In the experiment; in addition to the proposed BSCRM 

and WIBNNR; QMF methods; other methods participat-

ing in comparison are implemented in the reference [39] 

and the default parameters of methods participating in 

comparison is set as the optimal value described in of 

the original documents. 

The experiments composed of different parameters are 

repeated five times; and the experimental result is the 

average result of five times. In the experiment; the mean 

and standard deviation of NDCG and ERR are shown in 

Fig. 3 and Fig. 4. The values of NDCG @20 and ERR 

@ 20 are shown in Table 2 and Table 3. 

 

 
Fig. 3.Comparison Results on Epinions Dataset 

 

 
Fig. 4.Comparison Results on Movielens (1m) Dataset 
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From Fig. 3; Fig. 4 and Table 2; Table 3; we can see the 

proposed recommender algorithm based on improved 

spectral clustering has a higher forecasting accuracy; 

more stable forecasting and stronger generalization abil-

ity. In the case of ignoring condition preferences; the 

method proposed in this paper is superior to MF; Bi 

asedMF; UBNNR; IBNNR; WIBNNR and SMRMF in 

all selected data sets of experiments. The condition 

preferences have widely existed in real life [40]; so that 

if we consider the setting of condition preferences; this 

method can obtain better recommendation results. 

Fig. 5 is the data set iteration process of Epinions and 

Fig. 6 is the data set iteration process of Movielens1M. 

 

Table 2 Comparison Results on Epinions Dataset 

Method 

Train=0.60 Train=0.80 

D=8 D=16 D=8 D=16 

NDCG@2

0 
ERR@20 

NDCG@2

0 
ERR@20 

NDCG@2

0 
ERR@20 NDCG@20 ERR@20 

MF 0.7254 0.7557 0.7254 0.7557 0.7302 0.7423 0.7302 0.7423 

BiasedMF 0.7254 0.7557 0.7254 0.7557 0.7302 0.7423 0.7302 0.7423 

UBNNR 0.7124 0.7283 0.7144 0.7332 0.7230 0.7253 0.7259 0.7306 

IBNNR 0.7127 0.7269 0.7127 0.7276 0.7241 0.7230 0.7236 0.7215 

WIBNNR 0.7275 0.7604 0.7283 0.7604 0.7367 0.7581 0.7375 0.7585 

SMRMF 0.7150 0.7317 0.7148 0.7305 0.7249 0.7215 0.7253 0.7250 

QMF-PL 0.8129 0.8580 0.8116 0.8581 0.8161 0.8514 0.8144 0.8524 

QMF-

COS 
0.7969 0.8392 0.7896 0.8312 0.7957 0.8226 0.7894 0.8142 

BSCRM 0.8243 0.8495 0.8248 0.8519 0.8333 0.8467 0.8326 0.8497 

 

Table 3 Comparison Results on Movielens (1m) Dataset 

Method 

Train=0.60 Train=0.80 

D=8 D=16 D=8 D=16 

NDCG@20 ERR@20 NDCG@20 ERR@20 NDCG@20 ERR@20 NDCG@20 ERR@20 

MF 0.5821 0.6476 0.5821 0.6476 0.6088 0.6404 0.6088 0.6404 

BiasedMF 0.5821 0.6476 0.5821 0.6476 0.6088 0.6404 0.6088 0.6404 

UBNNR 0.6780 0.7665 0.6712 0.7589 0.6954 0.7517 0.6918 0.7460 

IBNNR 0.6706 0.7494 0.6634 0.7377 0.6954 0.7492 0.6898 0.7397 

WIBNNR 0.5991 0.6624 0.5954 0.6564 0.6345 0.6675 0.6343 0.6665 

SMRMF 0.6349 0.7069 0.6390 0.7164 0.6691 0.7134 0.6653 0.7072 

QMF-PL 0.7112 0.7836 0.7109 0.784 0.7340 0.7781 0.7339 0.7781 

QMF-COS 0.6892 0.7507 0.6714 0.7325 0.7165 0.7473 0.6983 0.7254 

BSCRM 0.7230 0.7672 0.7200 0.7647 0.7596 0.7744 0.7582 0.7752 
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Fig. 5. NDCG@10 and Err@10 at Each Iteration during Learning Process on Epinions Dataset  
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Fig. 6. NDCG@10 and Err@10 at Each Iteration during Learning Process on Movielens1m Dataset  

 

From Fig.5 and Fig.6; we can see that NDCG and ERR 

converge fast at the beginning of the training process 

and after several iterations the convergence slows down. 

The training processes with higher learning rate con-

verge more quickly than those with lower learning rate. 

This shows that the model proposed in this paper has a 

better generalization ability under low learning rate. 

In this paper; the method is also better than QMF-COS 

method. In Epinions and MovieLen (1M) data sets; we 

select 80% data as the training data; and our method has 

a higher NDCG value than QMF-PL. In other cases; our 

method is not better than QMF-PL. QMF is a list-wise 

method; while BSCRM is point- wise. The literature [40] 

mentioned the list-wise method can obtain more accu-

rate results than the point-wise. This may be one of the 

reasons that the proposed method is not better than 

QMF method in some cases. 

4. CONCLUSION AND FUTURE WORK 

Collaborative filtering algorithm has been widely used 

in the field of recommender systems; and has got better 

recommendation results; but it is still affected greatly by 

the sparsity of rating matrix. In this paper; the proposed 

recommender algorithm has combined the advantages of 

spectral clustering and collaborative filtering; so that it 

can produce better recommendation results; providing 

reference for the application of collaborative filtering 

recommendation. 

In the future; we will try to use other clustering algo-

rithm instead of K-means algorithm in the improved 

spectral clustering; to further improve the clustering 

effect of bi-directional spectral clustering. The other 

possible research point is to decompose the rating ma-

trix in this model and get the rating matrix of sharing 

group level; and then use the sharing group level rating 

matrix and migration learning method for rating predic-

tion and recommendation to improve the cross-domain 

knowledge migration learning ability of the recom-

mender algorithm. 
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