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Abstract: This survey provides an comprehensive overview of the application of meta-learning in the field of multi-
agent reinforcement learning (MARL). Meta-learning, also known as learning to learn, has emerged as a promising
approach to enhance the learning efficiency and adaptability of reinforcement learning algorithms. This article explores
the challenges and opportunities in applying meta-learning to MARL, highlighting the potential benefits such as faster
convergence, improved generalization, and better coordination among agents.
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1 INTRODUCTION

1.1 Meta-Learning

Machine learning and artificial intelligence models have been widely applied in various scenarios of life. For a specific
artificial intelligence application scenario, the common approach is to train the model using specific data, so that the
model can have a better performance in the specific scenario. With the continuous development of machine learning
and artificial intelligence technology, its task scenarios have gradually expanded to various aspects of life. For the ever-
changing application scenarios of machine learning tasks, how to make AI models adapt to complex and changeable
task scenarios is a direction of artificial intelligence research.
In the process of learning new knowledge, different from the process of training a model, human usually reuse the
known and effective methods in similar task scenarios based on existing experience and knowledge, simplifying the
learning process and reducing the cost of trial and error, and finally realizing cross-task learning. By analogy with the
human learning process, the researchers expect the model to "learn to learn" in a similar way. That is, on the basis of
existing knowledge, the model can quickly learn new knowledge and use it to solve tasks in new application scenarios,
which is called Meta Learning[1]. Different from machine learning, which is usually aimed at solving a specific task, in
a meta-learning task, it is often necessary to prepare multiple tasks and their corresponding training and test data, and
train the model on the train task so that the "prior knowledge" learned by the model can perform better on the test task.

1.2 Meta-Reinforcement Learning

Reinforcement Learning (RL) primarily focuses on how an agent can maximize the rewards it receives in a complex
environment. The agent learns by sensing the state of the environment and the reaction to its actions, choosing better
actions to achieve higher returns[2]. Despite the successful applications of RL in path planning, robot control, games
and games, finance and education, there are problems with low data efficiency and lack of universality in the generation
strategy, which limit the application of RL in many aspects1. Therefore, researchers consider introducing the idea of
meta-learning, abstracting the process of obtaining better RL algorithms as another machine learning problem, and thus
proposing meta-reinforcement learning (meta-RL). Meta-reinforcement learning is a meta-learning approach to
reinforcement learning that tries to solve the common sampling inefficiency or ineffectiveness problems in RL by
introducing meta-learning, thereby enabling RL to be applied to more task scenarios.

1.3 Multi-Agent Reinforcement Learning

Multi-Agent Reinforcement Learning (MARL) is a branch of reinforcement learning that aims to train a group of
multiple agents and enable them to perform better in their interactions with the environment. Compared to the typical
reinforcement learning tasks, the tasks in the MARL application environment usually involve multiple agents, which
form a multi-agent system together. Each agent follows the same goal of reinforcement learning, trying to maximize the
reward it can obtain. Due to the presence of multiple agents, the global state change of the environment will be affected
by the joint action of all agents, which requires the agent to consider the impact of joint action on the multi-agent
environment during its strategy learning process. It also brings unique challenges in modeling, algorithm design, and
application. In MARL, a key challenge is the balance between cooperative learning and competitive learning. In some
cases, agents need to cooperate to achieve common interests, while in other cases, they may need to compete to obtain
limited resources. This makes the design of MARL complex, requiring consideration of communication, coordination,
and competition strategies between agents.
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2 RELATED RESERCH

2.1 Multi-Agent Reinforcement Learning

At present, MARL has made significant progress in a number of areas. One of the prominent applications is multi-agent
collaborative control, such as traffic management, drone cooperative flight, etc. In addition, MARL has been widely
used in fields such as game theory, social sciences, and economics. However, MARL still faces many challenges, such
as learning in adversarial environments, scalability of large-scale multi-agent systems, etc.
For multi-agent reinforcement learning problems, the generalization of single-agent reinforcement learning is a more
direct idea, that is, each agent regards other agents as factors in the environment, and still updates the strategy according
to the way of single-agent learning and interaction with the environment. This type of approach, also known as value-
based methods, includes Independent Q-learning[3] and Cooperative Q-learning[4], etc. This type of approach attempts
to achieve collaborative decision-making by modeling the value function of each agent.
For multiple agents, there may be a competitive, hybrid competitive or fully cooperative relationship between them, and
in these relationship modes, the decision-making behavior of other agents will have different effects on the individual.
2.1.1 Competitive relationship
The Minimax Q-learning algorithm is commonly used in situations where two agents are preceded by a zero-sum
random game in perfect competition. Based on the principle of least-maximum in game theory, the algorithm learns by
modeling the adversarial relationship between agents to minimize the expected reward in the worst-case scenario. In
Minimax Q-learning, each agent is treated as a minimized player and a maximized player. The minimized player works
to minimize their expected reward, while the maximized player tries to maximize the expected reward of the minimized
player. This adversarial learning allows agents to learn more robustly in uncertain and adversarial environments[5].
Specifically, Minimax Q-learning uses a Q-value function to represent the strategy for each agent. At each learning step,
minimize the player's optimal strategy by updating its Q function to reflect its opponent's maximizing player. At the
same time, the maximized player also adapts to the strategy of minimizing the player in an adversarial environment by
updating its Q function.
Minimax Q-learning provides a powerful framework for dealing with cooperation and competition in multi-agent
systems, especially when it comes to adversarial situations and incomplete information. Its algorithmic structure enables
agents to effectively model uncertainties in the environment and adversary strategies to achieve a more robust and
intelligent decision-making process.
2.1.2 Hybrid relationship
Nash Q-learning is a multi-agent reinforcement learning algorithm, which is commonly used in two-person zero-sum
games between two agents and extends to more general multi-person general and game situations, and is committed to
solving the Nash equilibrium problem in game theory. The algorithm coordinates the agent's strategy so that each agent
cannot change its own strategy to increase its expected reward given the opponent's strategy. A Nash equilibrium is a
combination of strategies in which each agent adopts a strategy that optimally responds to its opponent, forming a state
of equilibrium that does not change from one another[6]. In Nash Q-learning, the learning goal of each agent is to find
an equilibrium state, that is, a Nash equilibrium, through the evolution process of the game. By updating the Q function,
each agent iteratively adjusts its strategy to approximate the Nash equilibrium of the game. This involves adversary
modeling, which guides the adjustment of one's own strategy through the estimation of the adversary's strategy to
achieve convergence to the equilibrium state.
Nash Q-learning provides an effective framework for coordinating cooperation and competition in multi-agent systems.
The focus is on the application of game theory to enable the agent to gradually reach a stable equilibrium state in the
game process. This method aims to deal with the policy interaction in the multi-agent system and ensure that each agent
makes the optimal strategy choice under the Nash equilibrium, so as to form the cooperative behavior of the whole
system.
2.1.3 Cooperation relationship
When multiple agents are fully cooperative in the environment, different agents need to cooperate with each other to
achieve better overall performance. In dealing with the problem of mutual negotiation between agents to achieve
optimal joint action, the mutual modeling between individuals can provide a potential coordination mechanism for the
decision-making of agents. In the Joint Action Learner (JAL)[7] approach, agent i makes decisions based on the
observed historical actions of other agents j and the modeling of their strategies. The Frequency Maximum Q-value
(FMQ)[8] method introduces the frequency at which individual actions achieve the best return in joint actions to define
individual Q values. In the learning process, the agent is guided to choose to maximize the probability of its own action
in the joint action that obtains the best return.
Both JAL and FMQ methods are based on equilibrium solving, but these methods are often limited to dealing with
small-scale (i.e., small number of agents) multi-agent problems. In practical problems, a large number of agents will be
involved in the interaction and mutual influence between agents, and the traditional equilibrium solution method is
limited by the computational efficiency and computational complexity, and it is difficult to cope with complex scenarios.
In the problem of large-scale multi-agent learning, considering the effect of group joint actions, including the influence
of the current agent and the role it plays in the group, is of great help to agent strategy learning.

2.2 Multi-Agent Deep Reinforcement Learning
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The rise of deep reinforcement learning has also had a profound impact on MARL. The introduction of deep neural
networks has enabled agents to learn more complex representations and strategies, improving the performance of
MARL in real-world applications. However, deep MARL also introduces new challenges, such as training instability,
sample efficiency, and generalization issues.
With the development of deep learning, the powerful expressive power of neural networks is used to build value
approximation models and policy models (commonly found in policy-based DRL methods). Deep reinforcement
learning methods can be divided into value-based and policy-based, when considering the multi-agent problem, the
main way is to introduce multi-agent related factors into the definition of value function or strategy, and design the
corresponding network structure as a value function model and strategy model, and finally the trained model can adapt
(directly or potentially learn the complex relationship between agents). Get good results on specific tasks.
2.2.1 Value-based method
The value function-based approach can be said to be the first attempt of multi-agent reinforcement learning algorithms
(e.g., IQL algorithm). However, for more complex environments, IQL is not able to handle the problems caused by non-
stationary environments. The centralized method, that is, the method of merging the state space and action space of all
agents as an agent, can better deal with the problem of environmental non-stationarity, but there are also problems such
as poor algorithm scalability in a large-scale multi-agent environment, and the strategies made by agents with slower
progress will hinder agents who have learned some strategies, thus reducing the global debriefing. Therefore, the
researchers proposed a VDN (Value-Decomposition Networks) method[4]. The basic idea is that a federated Q network
is centrally trained, but this federated network is obtained by the sum of the local Q networks of all agents, so that not
only can the problems caused by the non-stationary environment be dealt with through centralized training, but also the
complex interrelationships between agents are decoupled because they are actually learning the local model of each
agent. Finally, since each agent has a Q network based only on its own local observations after training, decentralized
execution can be realized.
VDNs make strong assumptions about the relationship between agents; however, such assumptions are not applicable to
all cooperative multi-agent problems. In order to overcome this limitation, the researchers proposed an improved
method, QMIX (Q-Mixing). In the QMIX framework, each agent is given its own Q-value function, and these
individual Q-values are combined to form a global Q-value. QMIX uses a neural network known as a "hybrid network"
whose task is to learn how to effectively integrate the individual Q values of individual agents into a global Q value,
thereby motivating the agents to cooperate efficiently when performing actions. QMIX achieves two key improvements
over VDN: first, global information is introduced during training to provide assistance; Secondly, the hybrid network is
used to fuse the local value function of a single agent instead of simple linear addition to further improve the
performance of the model. QMIX is designed so that agents can make collaborative decisions by maximizing global
rewards without direct communication.
2.2.2 Policy-based method
When scaling reinforcement learning algorithms from a single agent to a multi-agent environment, the most
straightforward approach is to adopt an independent Q learning (IQL) class approach. However, in complex
environments, there are some difficulties in dealing with such methods due to the non-stationary nature of the
environment. Again, while a centralized approach is able to cope with these issues, it sacrifices scalability to a certain
extent relative to IQL. Therefore, the researchers propose an Actor-critic based approach[9]. The basic idea of this
algorithm is to decompose the learning problem into two main components: the actor and the critic. The actor is
responsible for performing the action, and the critic is responsible for evaluating how good or bad the action chosen by
the actor is. There is a synergistic relationship between the actor and the critic, with the actor rewarding the
improvement strategy by maximizing expectations, while the critic directs the actor's improvement by providing an
evaluation of the actor's movements. This decoupled architecture enables actor-critic algorithms to deal more efficiently
with complex environments and high-dimensional state spaces.
Multi-Agent Deep Deterministic Policy Gradient (MADDPG) is a reinforcement learning method for solving
cooperative and competitive multi-agent problems. MADDPG is a multi-agent extension of Deep Deterministic Policy
Gradient (DDPG) designed to address the challenges of inter-agent interaction and collaborative decision-making
between agents. The goal of MADDPG is to enable agents to maximize cumulative rewards in a multi-agent
environment by learning appropriate strategies. This approach excels in multi-agent scenarios involving collaborative
decision-making or competing tasks, enabling agents to learn effective collaboration strategies. MADDPG establishes a
centralized critic for each agent, who is able to obtain global information, including the global state and the actions of
all agents, to provide the corresponding value function. To a certain extent, this design helps to alleviate the problem of
environmental instability of multi-agent systems. At the same time, the actors of each agent only need to make
decisions based on their local observations, so as to achieve distributed control of the multi-agent system.

3 APPLICATION OF META-REINFORCEMENT LEARNING MULTI-AGENT REINFORCEMENT
LEARNING

As an important branch of reinforcement learning, multi-agent reinforcement learning(Multi-Agent Reinforcement
Learning，MARL) is in the stage of continuous evolution and improvement. With the growing demand for modeling
and decision-making in complex systems, researchers are faced with the challenge of generalizing the unknown
environment. To address this challenge, they began to consider introducing a mindset of meta-learning. Meta-learning,
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as a learning mode of learning how to learn, provides a new idea for solving the generalization problem in multi-agent
reinforcement learning. Researchers try to combine meta-reinforcement learning with multi-agent reinforcement
learning to solve the generalization difficulties and nonstationary problems that arise in multi-agent environments. This
integration effort aims to make the system more adaptable, enabling efficient decision-making in unknown
environments.
In traditional multi-agent reinforcement learning, the generalization problem has become particularly prominent due to
the interaction of multiple agents and complex game strategies. The introduction of meta-learning provides a way for
researchers to improve the performance of systems in new domains by learning the ability to adapt quickly in different
environments. However, generalization difficulties in multi-agent reinforcement learning are not the only challenges.
The issue of non-stationarity is also an important aspect to be addressed. The dynamics and interaction complexity of
the multi-agent environment make traditional learning algorithms unable to cope with nonstationary. The introduction
of meta-reinforcement learning provides a new way to deal with this problem, so that the system can better adapt to the
changes in the environment through learning adaptability and flexibility. The integration of meta-reinforcement learning
and multi-agent reinforcement learning aims to overcome the generalization and non-stationarity challenges brought
about by the multi-agent environment. This research direction provides new theories and methods for building more
intelligent and adaptive systems.
Meta-learning has been widely used in the field of multi-agent reinforcement learning to deal with diverse and complex
problems. On the one hand, meta-learning solves the problem of information transfer and cooperation in multi-agent
systems by learning which agents to communicate with1[10]. This learning mechanism enables the agent to adaptively
select the agent it communicates with in the case of environmental changes or uncertainties, so as to maximize the
performance of the whole system. On the other hand, meta-learning provides a mechanism for multi-agent systems to
adjust and improve autonomously by learning agent-specific reward functions to automatically design mechanisms[11].
This approach allows the agent to better adapt to changing external conditions by optimizing its behavior through
dynamic responses to the environment. A similar example is the ability to effectively deal with leader-follower
dynamics in multi-agent systems[12] by performing agent learning to compute the Stackelberg equilibrium. This
approach enables the system to quickly provide an adaptive, optimal response strategy when training a fixed leader
strategy, resulting in an overall performance improvement in the system. This series of applications demonstrates the
broad and far-reaching impact that meta-learning offers in multi-agent systems. The application of meta-learning in
multi-agent reinforcement learning is not only limited to solving specific problems, but also provides a more flexible
and intelligent learning paradigm for the system. This research direction not only promotes the development of multi-
agent system theory, but also provides strong support for the design of more intelligent and adaptive systems in
practical applications.

3.1 Problems Solved by Meta-Reinforcement Learning Methods in Multi-Agent Reinforcement Learning

This section focuses on two main problems to be solved by meta-reinforcement learning in a multi-agent environment.
Firstly, the generalization problem of unseen agents and unstable agents is introduced, and how meta-reinforcement
learning can solve these problems in general is discussed. Secondly, the types of meta-reinforcement learning methods
used to solve each problem are discussed, and the PPG method that proposes additional mechanisms for each problem is
elaborated.
We first consider the generalization of introducing new agents in a multi-agent environment. In multi-agent
reinforcement learning, many agents act in a shared environment. In general, there may be large differences between the
strategies of different agents, which creates the problem of generalization of unknown agents. This generalization can
occur between opponents [13], or between teammates[14], or for specific tasks[15].The complexity of the
generalization problem lies in the fact that the identities of other agents may be highly variable, either through learned
strategies or actual human decision-makers.
In the context of meta-reinforcement learning, researchers consider the existence of other agents as part of the task and
assume that the distribution of these agents is known and available for training. This assumption and perspective make
meta-reinforcement learning methods effective in dealing with generalization problems in multi-agent systems. By
considering the variability of other agents and incorporating them into the learning framework, meta-reinforcement
learning provides a potential solution to improve the agent's ability to generalize to other agents in an unknown
environment.
In multi-agent reinforcement learning, the problem of unsteady state is also an important and complex challenge. From
the point of view of any one agent, all other agents are constantly learning, causing the environment of the problem to
change. This makes it difficult for traditional learning algorithms to effectively cope with this unsteady state. The meta-
reinforcement learning method considers the unsteady state as a part of the task by including other learning agents in the
definition of the task, which enables the meta-learning algorithm to better adapt to the changes introduced by other
agents in the learning process, so as to improve the adaptability of the system to environmental unsteady. By repeatedly
resetting other learning agents during meta-training, we can meta-learn how to handle changes introduced by other
agents. From the perspective of meta-learning agents, the distribution to other agents remains the same. This effectively
solves the problem of unsteady state of multi-agent reinforcement learning.

3.2 Meta-Reinforcement Learning Methods Applied in Multi-Agent Reinforcement Learning
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Various types of meta-reinforcement learning methods can be applied in the process of multiagent reinforcement
learning, among which the most typical ones are PPG (Proximal Policy Gradients) method[16], black-box method[17]
and task inference methods[14], etc. If another agent is also learning, that agent can even use a non-adaptive strategy
such as Markov[18]. Most of these methods can be directly applied to the underlying meta-reinforcement learning
problem to solve the generalization and unsteady problem of multiple agents.
The PPG method is a strategy gradient optimization method in reinforcement learning, which aims to solve the
decision-making problem in the continuous action space. The core idea of the PPG method is to stabilize and accelerate
the policy optimization process by controlling the magnitude of policy updates and maintaining the "proximal
invariance" of the policy distribution. PPG's goal is to maximize cumulative returns while ensuring that the difference
between the new strategy and the old strategy is bounded. This mechanism for controlling for differences helps to
prevent excessive policy updates from being introduced in training, thereby improving the stability of training. This
approximate invariance makes the PPG method an excellent performer in the face of highly variable environments. It
can be applied to collaboration, adversarial scenarios, and other complex multi-agent systems. Furthermore, some
scholars have studied additional mechanisms based on the idea of PPG to further deal with the generalization and
unsteady problems in multi-agent reinforcement learning.

3.3 For Generalization Problems in Multi-Agent Reinforcement Learning

Some of the existing work is dedicated to improving the distribution of other agents through meta-gradients to improve
the generalization ability of new agents. In 2021, Abhinav et al.[19] proposed a meta-learning method based on
dynamic populations for multi-agent communication with natural language. In this way, populations are built
dynamically in an iterative manner and diversity is introduced over time. In this way, an agent can be trained using
population-based meta-learning algorithms that allow it to generalize among known and unknown partners and humans,
and ultimately to obtain an agent that can cooperate with known, unknown, and humans in a multi-agent
communication environment. This work iterates between PPG meta-learning and fixed adversary distributions, and adds
the optimal response of meta-learning agents back to the population, leveraging the distribution of agents to create a
robust agent capable of generalizing among many other agents.

3.4 For Unsteady State Problems in Multi-Agent Reinforcement Learning

Other works introduce additional mechanisms to deal with unsteady-state. In order to account for astability, all adaptive
or non-adaptive agents must eventually be repeatedly reset to their initial policy. However, PPG-based approaches tend
to allow other agents to continue learning [17] or even meta-learning cite{A policy gradient algorithm for learning to
learn in multiagent reinforcement learning} without resetting.In 2021, Kim et al.[16] proposed a meta-multiagent policy
gradient theorem Meta-MAPG (meta-multiagent policy gradient theorem).
Due to the presence of multiple agents in the environment, the overall environment is unsteady due to the change of
strategies of other agents when each agent perceives the environment, and the distribution of experiences encountered
by each agent itself is also astable. In order to solve this steady-state problem, the algorithm proposed in this work
directly considers the inherent unsteady policy dynamics in the multi-agent learning environment, and models the
gradient update to consider both the agent's own unsteady policy dynamics and the unsteady policy dynamics of other
agents in the environment, so it can quickly adapt to the unsteady dynamics of other agent strategies in the shared
environment. At the same time, in the process of interacting with other learning agents, the future strategies of other
agents will also be affected to a certain extent, and this influence will also help to improve the performance of the meta-
agents themselves to a certain extent.

4 CONCLUSION

Meta-reinforcement learning, a transformative approach that equips agents with the ability to learn how to learn, holds
immense promise for addressing the challenges of generalization and non-stationarity in multi-agent reinforcement
learning. By enabling agents to adapt their strategies to new agents and changing environments, meta-reinforcement
learning empowers multi-agent systems to navigate complex and dynamic scenarios effectively. The Proximal Policy
Gradients (PPG) algorithm, along with its extensions, has demonstrated its effectiveness in tackling both generalization
and non-stationarity challenges. However, further research is needed to explore alternative meta-reinforcement learning
algorithms, address scalability issues, and integrate this approach with other machine learning techniques. By pushing
the boundaries of meta-reinforcement learning and its applications, we can unlock the full potential of multi-agent
systems and pave the way for intelligent and adaptable solutions in various domains.
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