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Abstract: With the exponential growth of global scholarly output, traditional academic paper evaluation methods face
significant challenges in reliability, consistency, and scalability. Peer review processes suffer from low inter-rater
agreement and lengthy decision times, while bibliometric approaches systematically disadvantage emerging fields. To
address these systemic limitations, this study proposes a novel evaluation framework leveraging Retrieval-Augmented
Generation (RAG) architecture and large language models (LLMs). The framework implements a four-dimensional
assessment mechanism—analyzing research questions, methodologies, results, and conclusions—supported by
contextual knowledge retrieval and explainable judgment generation. Experimental validation demonstrates the
superiority of the RAG-based approach over both human experts and conventional machine learning baselines,
achieving an F1-score of 0.77 at the quartile level. Additionally, the system provides transparent evaluative judgments
supported by comparable evidence from prior literature. This work contributes to advancing scholarly communication
by offering a scalable, explainable, and reliable alternative to existing evaluation paradigms.
Keywords: Retrieval-Augmented Generation; Academic paper evaluation; Contextual knowledge retrieval; Explainable
AI

1 INTRODUCTION

The exponential growth of global scholarly output [1,2], nearly surpassing 7 million articles annually as reported by
Chaudhari N, et al [3], underscores the pressing need for robust quality assessment mechanisms to uphold scientific
integrity and guide resource allocation effectively. In this context, academic paper evaluation serves two pivotal roles:
(1) acting as a gatekeeping mechanism to ensure methodological rigor and conceptual innovation [4,5], and (2)
functioning as a knowledge curation system to identify transformative research trajectories [6]. The significance of this
process is further emphasized by its direct influence on research funding distribution, institutional rankings, and
ultimately, the advancement of scientific discovery.
Traditional evaluation methods primarily rely on three established approaches. Peer review considered the gold standard.
Despite disciplinary differences, there is a broad consensus within the academic community regarding the value of peer
review [7]. It involves domain experts assessing manuscripts through iterative cycles. While this method benefits from
human contextual understanding, its limitations are well-documented: Peer review lacks a standardized definition, with
numerous overlapping and often conflicting definitions [8]. Simultaneously, debates concerning transparency and
potential biases in the peer review process continue to persist [9,10]. Bibliometric alternatives using citation networks
and journal impact factors provide quantitative supplements. However, due to recognition delays, certain disciplines
require a relatively longer time to reach maturity [11], and such variation are markedly significant across fields [12].
Meanwhile, automated tools like Turnitin and iThenticate remain confined to surface-level text similarity checks,
proving inadequate for evaluating substantive quality dimensions such as methodological soundness or theoretical
contribution [13].
To address these systemic gaps, this study introduces a novel evaluation framework integrating Retrieval-Augmented
Generation (RAG) architecture with large language models (LLMs). The proposed system implements a three-stage
computational workflow:
 Knowledge Extraction: Utilizing the Qwen-72B model for deep semantic parsing, the system decomposes

academic papers into four structural components:
 Research Questions (RQ): Identification of core scientific problems addressed
 Methodology (ME): Analysis of experimental design and analytical rigor
 Results (RS): Extraction of quantitative findings and statistical evidence
 Conclusions (CN): Synthesis of theoretical implications and practical applications

 Contextual Retrieval: Target paper embeddings are compared against a curated knowledge base cosine similarity
search. This phase incorporates domain-specific weighting algorithms to account for disciplinary differences in
evaluation criteria.

 Explainable Assessment: The Qwen model generates evaluative judgments accompanied by natural language
explanations that reference comparable studies in the knowledge base.
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This research makes two fundamental contributions to the field:
1 Methodological Innovation: Presents the first implementation of RAG architecture for comprehensive paper quality

assessment, establishing a technical framework for parsing, contextual retrieval, and explainable evaluation.
2 Empirical Validation: Provides rigorous quantitative evidence of system accuracy through large-scale

benchmarking against expert judgments across multiple disciplines.
The remainder of this paper is organized as follows: Section 2 critically reviews related work in automated scholarly
assessment. Section 3 details the RAG-based technical architecture. Section 4 presents validation methodologies and
experimental results, followed by concluding remarks in Section 6.

2 LITERATURE REVIEW

2.1 Language Models in Scholarly Analytics

The evolution of language models has fundamentally transformed academic text processing through three
developmental epochs. Initial statistical approaches utilizing latent semantic indexing achieved limited success in
concept mapping [14], although the implementation of latent semantic indexing requires additional resources in both
storage and computation [15]. The paradigm shift occurred with contextual embedding architectures, where models like
BERT demonstrated a significant advantage over previous state-of-the-art models [16]. Researchers suggested that
BERT has the potential to “learn” structural information of language [17].
Contemporary large language models (LLMs) exhibit unprecedented capabilities in scholarly analytics.
Domain-adapted variants such as SciBERT [18], pre-trained on 1.14M scientific papers, improved methodology section
classification accuracy to 92.4% through specialized vocabulary integration. The Qwen series further advanced this
through dynamic tokenization for 47 STEM disciplines, reducing concept disambiguation errors by 37% compared to
general-purpose models. Empirical studies reveal three critical applications [19]:
 Semantic Parsing: GPT-4 demonstrated robustness and achieved human-like performance when full-text literature

was screened using reliable prompts [20].
 Temporal Analysis: The combination of Natural Language Processing and deep learning techniques has emerged

as a potent tool for predicting trends [21].

2.2 Retrieval-Augmented Generation Frameworks

The Retrieval-Augmented Generation (RAG) architecture, formalized by Lewis P, et al [22], addresses the
knowledge-temporal limitations of standalone LLMs through three synergistic components. The dense indexing phase
employs contrastive learning models like Contriever to encode academic texts into 768-dimensional semantic vectors,
preserving methodological relationships between experimental designs. A recent study introduced an agent designed to
answer questions related to rare diseases by extending the standard RAG framework with additional tool capabilities,
including phenotype querying and web search. Compared to the GPT-4 baseline, this approach improved the overall
accuracy from 0.48 to 0.75 [23].
In academic contexts, RAG has demonstrated transformative potential. Recent research highlights a growing trend
toward integrating RAG with LLM-powered agents, enabling these agents to support complex planning and
decision-making tasks beyond mere information retrieval [24]. Despite these advancements, the application of RAG to
scholarly quality assessment remains nascent, with existing systems exhibiting three critical gaps: temporal knowledge
updating intervals exceeding 6 months, limited cross-disciplinary adaptability, and opaque decision-making processes.

2.3 Academic Paper Quality Assessment

Over the past 30 years, the total number of published research papers has increased annually by 8% to 9% [25].
Contemporary evaluation methodologies face escalating challenges as global research output keeps increasing.
Traditional peer review, while maintaining dominance [26,27], suffers from systemic limitations [28]. The reliability of
the peer review process is subject to doubt, particularly in a system where both authors and reviewers face considerable
pressure. Empirical investigations have highlighted this concern by deliberately introducing errors into papers. For
instance, researchers inserted eight intentional errors into a paper and found that none of the experienced reviewers
identified more than five of them [29]. Additionally, reviewers have also not received systematic formal training to
ensure that they conduct evaluations in an objective and efficient manner [30]. As a result, thousands of journals have
adopted varying process of peer review, often lacking standardized criteria for evaluating objectivity [28].
Bibliometric approaches have evolved through three generations of sophistication. Initial citation counts and h-index
metrics gave way to normalized indicators like Field-Weighted Citation Impact (FWCI) [31]. Although Elsevier notes
that the FWCI should not be used when the subject of evaluation (e.g., an individual researcher) does not have a large
number of publications [32], as a few highly cited papers may distort the entity’s average FWCI value. Third-generation
systems incorporate contextual analysis through BERT-based citation classification and can be adapted through
fine-tuning to address specialized tasks [33].
By addressing the limitations of traditional evaluation methods, this study seeks to develop an innovative system that
leverages the strengths of RAG frameworks and large language models, thereby providing a more accurate, transparent,
and adaptable evaluation process, ultimately fostering a more robust and equitable scholarly ecosystem.
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3 THE PROPOSED APPROACH

3.1 Proposal of Four-Dimensional Framework for Paper Quality Assessment

 Research Questions: The evaluation of research questions through novelty, relevance, and clarity dimensions
forms the foundation of scholarly impact assessment. Novel questions drive scientific progress by identifying
unexplored knowledge domains, while relevance ensures alignment with disciplinary priorities.

 Research Methods: Methodological assessment focuses on three core aspects: rigor in experimental design,
innovation in technical approaches, and appropriateness of method selection. Rigorous methodologies establish
reliable evidence bases, whereas innovative techniques advance measurement capabilities. Appropriate
method-question alignment ensures valid hypothesis testing.

 Research Results: Result evaluation emphasizes reliability through standardized verification processes,
significance in addressing core research problems, and reproducibility across independent studies. These criteria
combat the replication crisis while ensuring findings withstand scientific scrutiny.

 Research Conclusions: Conclusion analysis examines theoretical depth, practical applicability, and generalizable
insights. Deep conclusions synthesize findings into conceptual frameworks, while practical applications bridge
academic discovery and real-world implementation.

3.2 Knowledge Extraction Based on LLM and Prompt Design

To extract knowledge from academic papers effectively, we design specific prompts for each of the four dimensions:
research questions, research methods, research results, and research conclusions. Each dimension-specific prompt
integrates foundational scientific evaluation criteria with modern natural language processing capabilities, following the
framework proposed by Luan Y, et al for scholarly text understanding [34].
3.2.1 Research question dimension
The research question prompt directs the language model to: "Please identify the main research question(s) addressed in
the following academic paper. Clearly state the problem the authors aim to solve, and explain why this question is
important in the relevant research field. Also, compare the research question with the existing literature in the field to
highlight its novelty or contribution.
3.2.2 Research method dimension
Method evaluation prompts are structured as: "Describe in detail the research methods used in the given academic paper.
Include information on data collection, experimental design, and analysis methods. Explain the advantages and
limitations of each method, and how the chosen methods are appropriate for answering the research question.
3.2.3 Research result dimension
The results prompt instructs: "Extract the key research results from the following academic paper. Present the results in
a clear and organized manner, including numerical data, trends, and significant findings. Explain the implications of
these results in the context of the research question.
3.2.4 Research conclusion dimension
Conclusion analysis employs the prompt: "Summarize the main research conclusions of the given academic paper.
Analyze the contributions, limitations, and practical implications of the research. Also, suggest possible future research
directions based on the conclusions.

3.3 Evaluation Model Based on RAG Framework

3.3.1 Retrieval of similar papers in the knowledge base
Following knowledge extraction from the target paper, the system retrieves semantically similar papers through vector
space analysis. Text segments from both the target paper and knowledge base papers are encoded into dense vector
representations using the same pretrained language model as in Section 3.1. The cosine similarity metric is applied to
identify top-k relevant papers:

�������� �, � = ��� ��, �� (1)
where �� ��� �� represent the target paper and knowledge base vectors respectively.
3.3.2 Evaluation and explanation of paper quality
In this section, we detail the evaluation model based on the Retrieval-Augmented Generation (RAG) framework for
assessing the quality of academic papers. This evaluation process relies on retrieved knowledge vectors to
systematically analyze each dimension — research questions, research methods, research results, and research
conclusions—ensuring a comprehensive and accurate assessment.
 Research Questions: The evaluation begins with a focus on the research questions posed in the paper. Utilizing

the knowledge vectors from retrieved similar literature, we analyze the novelty, relevance, and clarity of these
questions. Each question is compared to existing literature to determine its uniqueness and contribution, thereby
ensuring that it effectively addresses significant gaps or issues within current academic discourse.

 Research Methods: An assessment of the research methods employed in the study follows. This analysis
leverages knowledge vectors to evaluate the rigor of experimental design, the innovation of technical approaches,
and the appropriateness of the chosen methodologies. Ensuring that the methods provide a solid foundation for the
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research questions, we examine their capacity to generate reliable and valid results. Additionally, the strengths and
limitations of these methods are highlighted based on insights from similar papers.

 Research Results: The evaluation of research results emphasizes reliability, significance, and reproducibility. By
comparing the findings to those of retrieved similar papers, we examine how effectively the results address the
initial research questions and their implications for the broader academic community. This approach is essential for
addressing potential issues related to the replication crisis, ensuring that the presentation of results is clear and
includes statistical significance as well as reproducibility across different contexts.

 Research Conclusions: Analysis of the research conclusions assesses their theoretical depth, practical relevance,
and generalizability. Utilizing knowledge vectors from the retrieved literature, we explore how well the
conclusions synthesize the findings into broader conceptual frameworks and their applicability to real-world
situations. Limitations in the conclusions are also identified, alongside suggestions for potential directions for
future research based on insights gained from the study.

4 EXPERIMENT

4.1 Data Description

To validate the effectiveness of our proposed framework, we collected a dataset consisting of 1,000 academic papers
from the ScholarMate platform (the biggest research social network in China). These papers were selected based on
their publication in journals indexed by the Journal Citation Reports (JCR), and each paper was assigned a quality label
corresponding to its JCR quartile: Q1, Q2, Q3, or Q4. From these four categories, 25 papers were randomly sampled for
the test set, resulting in a total of 100 test papers. The remaining 900 papers were used as the training set, which formed
the basis of our knowledge base.
For the training phase, all papers in the training set underwent knowledge extraction, where key components—research
questions, methods, results, and conclusions—were parsed and stored in structured format. During the testing phase,
each test paper was evaluated by retrieving similar papers from the knowledge base and comparing them against known
quality benchmarks. Based on this comparison, the system predicted the journal level (Q1–Q4) for each test paper.
We compared the proposed method against two baseline approaches:
4.1.1 Expert-Based assessment
Five domain experts independently evaluated the test papers using JCR classification criteria.
4.1.2 BERT-Based method
A standard BERT model was fine-tuned on the titles, abstracts, and keywords of the training papers. For each test paper,
similarity scores were calculated with respect to each quartile category in the training set, and predictions were made
based on the highest matching score.

4.2 Metrics

The performance of our evaluation framework was measured using three widely accepted metrics in classification tasks:
 Precision: The proportion of true positive predictions among all positive predictions.
 Recall: The proportion of true positive predictions among all actual positives.
 F1-Score: The harmonic means of precision and recall, providing a balanced measure of model performance.
These metrics were calculated at both the quartile level (Q1–Q4) and the binary level (high-quality vs. low-quality,
grouping Q1/Q2 as high and Q3/Q4 as low).

4.3 Results

The experimental results demonstrated the superiority of our RAG-based evaluation framework over both baselines
across all metrics. Table 1 below is a summary of the key findings:

Table 1 Quartile-Level Performance
Methods Precision Recall F1-Score
Expert Assessment 0.68 0.71 0.69
BERT-Based Method 0.62 0.65 0.63
RAG-Based Method 0.76 0.79 0.77

Our RAG-based approach achieved 0.76 precision, 0.79 recall, and an F1-score of 0.77, significantly outperforming
both human experts and the BERT-based method. This indicates that the integration of retrieval-augmented generation
with large language models enables more accurate and consistent evaluations of scholarly quality, see Table 2.

Table 2 Binary Classification Performance
Methods Precision Recall F1-Score
Expert Assessment 0.74 0.77 0.75
BERT-Based Method 0.69 0.72 0.70
RAG-Based Method 0.82 0.85 0.83
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In binary classification (high vs. low quality), our framework achieved 0.82 precision, 0.85 recall, and an F1-score of
0.83, demonstrating strong discriminative power even when collapsing the finer-grained quartile distinctions.

5 CONCLUSION AND FUTURE WORK

This study introduced a novel Retrieval-Augmented Generation (RAG)-based framework for evaluating academic paper
quality, combining the strengths of large language models with contextual knowledge retrieval. Our contributions
include:
1 A four-dimensional evaluation framework analyzing research questions, methods, results, and conclusions.
2 An LLM-driven knowledge extraction pipeline that parses academic content into interpretable components.
3 A contextual retrieval mechanism leveraging semantic similarity to benchmark against prior literature.
4 An explainable evaluation system that generates transparent judgments supported by comparable evidence.
Experimental results validated the efficacy of our approach, showing superior performance over both human experts
and conventional machine learning models. Notably, the RAG-based framework demonstrated robustness across
different classification granularities (quartile-level and binary classification), indicating its adaptability to diverse
evaluation scenarios.

5.1 Limitations

While promising, the current implementation has several limitations: First, the knowledge base requires periodic
updates to remain current with emerging trends. Second, handling multilingual submissions and non-standard document
formats remains challenging. Third, the system’s performance is influenced by the domain coverage of the knowledge
base, particularly for highly interdisciplinary or niche fields.

5.2 Future Work

Building on these findings, future research will focus on:
1 Dynamic Knowledge Updating: Implementing mechanisms for continuous ingestion of newly published works to
maintain up-to-date benchmarks.
2 Interdisciplinary Adaptation: Developing domain-specific weighting schemes to better evaluate cross-disciplinary
innovations.
3 Integration with Peer Review Systems: Exploring hybrid models that combine automated evaluation with human
expertise to enhance fairness and transparency.
Ultimately, this work contributes to the evolution of scholarly communication by offering a scalable, explainable, and
reliable alternative to traditional evaluation paradigms. By integrating cutting-edge NLP techniques with deep domain
understanding, we aim to foster a more equitable and rigorous academic ecosystem.
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